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In the present study, the implementation of a comprehensive mechanistic predictive model for corrosion of mild steel in the oil and gas
transmission pipelines is described. The present model simultaneously accounts for all major corrosion scenarios, including CO2 corrosion,
H2S corrosion, and corrosion in the presence of organic acid and also incorporates the effect of corrosion product layer formation, including
iron carbonate and iron sulfide. With this approach, the present model mechanistically reflects the mainstream understanding of corrosion in
such environments and can be readily used to predict the corrosion rates in industrial applications. The model was implemented by using a
generalized mathematical and programming approach that has built-in flexibility to add new chemical species and additional reactions in the
future. The model was designed to make it easy to extend and cover an even broader range of conditions than it currently does, such as
higher temperatures and pressures, nonideal solutions, etc. The mechanistic nature of the model allows it to be readily coupled with
other applications such as computational fluid dynamics codes, multiphase flow simulators, process design simulators, etc. In order to
demonstrate the capabilities of this model, the calculated corrosion rates were compared with the experimental corrosion rate data across a
broad range of environmental conditions and brine chemical compositions.
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INTRODUCTION

The significance of corrosion rate prediction in defining the
design life of industrial infrastructure with all the associated

health, safety, environmental, and economic consequences
has been a strong driving force for developing better under-
standing of the corrosion phenomena and advancements in
corrosion rate predictive tools. Corrosion rate predictive models
for internal pipeline corrosion in the oil and gas industry have
undergone a long journey from the first simplistic nomograms
developed in 1970s to the comprehensive and elaborate
mechanistic mathematical models of today.1-2 The significant
investment of resources into the development of ever more
capable predictive models was a response to industrial demands
for more accurate corrosion rate predictions under increas-
ingly more complex conditions. The new generation of mecha-
nistic models has also become a suitable platform on which it
is possible to implement the continuously advancing under-
standing of the underlying corrosion mechanisms related to
internal pipeline corrosion and illustrate how all the “pieces of the
puzzle” fit together to describe the overall process.

The text that follows is focused on the implementation of
the new generation of mathematical models of internal corrosion
of mild steel pipelines. Even though aqueous CO2 corrosion
(aka sweet corrosion) is the most common mode of attack in

wells and transmission pipelines, it is often complicated by the
presence of other corrosive species such as hydrogen sulfide
(leading to so called sour corrosion) and carboxylic (aka
organic) acids, as well as complex water chemistry, formation of
surface layers, multiphase flow, high-pressure and tempera-
ture, etc. The comprehensive modeling approach described in
the Theoretical Background and the Comprehensive Model
section demonstrates how the modeling framework is set up
to reflect the current state of understanding of the physico-
chemical phenomena underlying sweet, sour, and organic acid
corrosion, but also to remain flexible and allow for imple-
mentation of new knowledge as it emerges in future.

Looking back briefly, it is worth recalling that corrosion
rate predictive models for internal corrosion of mild steel pipe-
lines developed in the past can be best classified depending
on the level of mathematical description of the fundamental
thermodynamics and kinetic processes underlying the cor-
rosion process. That includes the following:

• empirical models employing arbitrary mathematical
expressions with no true theoretical underpinning, such
as done for example in the so-called Norsok model3-5

or the model proposed earlier by Dugstad, et al.;6

• semiempirical models based on some rudimentary
mechanistic considerations, such as the series of models
developed by de Waard and collaborators;1,7-11
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• elementary mechanistic models that use a simplified
theoretical approach similar to what was originally in-
troduced by Gray, et al.;12-15

• comprehensive mechanistic models similar to what
was introduced by Nešić, et al.,2,16-18 where majority of
the processes are described based on the funda-
mental physicochemical laws.

With the focus on the implementation of a most recent
comprehensive mechanistic model, a brief review of the
key studies that had a significant impact on mathematical
modeling of internal pipeline corrosion is introduced first. The
sections that follow describe the theory and implementation of
the corrosion model for a system containing the following cor-
rosive species: H+ ions, aqueous CO2, H2S, and carboxylic
acids; however, the generalized mathematical approach allows
for the inclusion of any number of additional species that may
be present in a given system, such as other weak acids, dissolved
oxygen, etc. Furthermore, the present model is developed to
account for formation of porous corrosion product layers and
their effect on the corrosion process. Models for precipitation
of solid iron carbonate and solid iron sulfide are described here,
and formation of additional solid species on the corroding
steel surface such as magnetite, hematite, and various types of
scales such calcium carbonate, magnesium sulfate, etc., can
be added with little effort. Finally, the verification of the model
with a broad experimental database is outlined at the end of
the paper in order to demonstrate the accuracy and applicability
of the model.

A BRIEF HISTORICAL REVIEW OF CORROSION
MODELS

Being the most common corrosion scenario, so-called
sweet systems, with CO2 and its carbonate derivatives as the
main corrosive species, have been the first battleground for
corrosion rate prediction models and testing of various calcu-
lation approaches. The successful CO2 corrosion models have
subsequently been extended to cover corrosion rate predictions
in other corrosion scenarios, including sour systems and
corrosion in presence of carboxylic acids. In this sense, a
historical view of developments in corrosion rate prediction
models for oil and gas transmission pipelines starts by looking
back at some landmark studies in CO2 corrosion prediction. It
is helpful to start with the much simpler semiempirical and
mechanistic models, such as the seminal semiempirical
models of deWaard, et al., due to their significance in shaping the
understanding of CO2 corrosion as we know it today. Other
similar variations of semiempirical models will not be discussed
here; however, numerous reviews of such models are available
in the literature for further reference.3,19-24

The initial study by de Waard and Milliams in 1975 has
been considered the first mechanistic attempt to describe and
further, predict the CO2 corrosion of steel.10 Using a model
developed based on simplistic charge transfer relationships, de
Waard and Milliams derived a simple correlation between the
corrosion current and CO2 partial pressure. By considering the
charge balance at the corrosion potential (ia = ic) and using pH
dependence expressions to relate the potential to corrosion
current,10 authors developed their well-known nomogram for
corrosion rate estimation.1 The initial model developed by de
Waard and Milliams did not include the effect of other elec-
troactive species such as the hydrogen ions, the bicarbonate
ions, and water; the pH was assumed to only be defined by
CO2 equilibria; the effect of mass transfer and CO2 hydration

reaction as well as other homogeneous chemical reactions
associated with carbonate species was also disregarded.10 That
made the model simple, but drastically narrowed the range of
its applications. In a series of studies extending over almost two
decades, the initial model of de Waard and Milliams was used
as the foundation where the effect of various other relevant
parameters and environmental conditions was added.1,7-11

The effect of pH, flow rate, nonideal solutions, protective scales,
glycol, top of line corrosion, and steel microstructure are
amongst those effects covered in the subsequent publications of
de Waard, et al.1,7-9,11 These new effects were accounted for
by simply introducing additional empirical correction factors as
multipliers in the original de Waard and Milliams correlation.
That transformed the original mechanistic approach of de Waard
and Milliams into a semiempirical model with many obvious
disadvantages. However, it should be noted that the imple-
mentations of the original de Waard and Milliams model and its
subsequent derivatives are still found in the industry,10 where
they are still used (and abused) despite their known short-
comings and the fact that more advanced and accurate models
are now widely available, as described further in this section.

The first elementary mechanistic model for CO2 corro-
sion of steel was introduced in 1989 by Gray, et al.13 The authors
developed the model with iron dissolution as the only anodic
reaction and hydrogen ion and carbonic acid reduction as the
cathodic reactions. Their model accounted for the mass
transfer at a rotating disk electrode for hydrogen ion and car-
bonic acid reduction. The effect of CO2 hydration reaction was
also incorporated in the mass transfer calculation of carbonic
acid. They later (over)extended their original model toward
much higher temperatures and pH values,12 suggesting that in
the pH 6–pH 10 range the reduction of bicarbonate ion also
becomes significant. The mechanistic approach to modeling of
CO2 corrosion of steel proposed by Gray, et al., in these two
studies rapidly gained general acceptance and was further
developed in the following years.12-13

In 1996, an elementary mechanistic model developed
by Nešić, et al., mainly focused on improving the estimated
electrochemical rate constants and implementation of this
mechanistic approach to corrosion rate prediction for industrial
applications.15 This model was developed by considering
mass transfer, the slow CO2 hydration reaction, and the kinetics
of the electrochemical reactions in a similar way as previously
proposed by Gray, et al.12-13 Hydrogen ion, carbonic acid,
water, and oxygen reduction were included in the model as the
possible cathodic reactions and iron dissolution as the only
anodic reaction. In this model, Nešić, et al., assumed that the
carbonic acid reduction was only limited by the CO2 hydration
reaction, being the preceding rate determining chemical re-
action step, and the effect of mass transfer on the chemical
reaction limiting current of carbonic acid reduction was ig-
nored. Although, such an assumption is reasonable for stagnant
conditions, it may lead to significant errors at high solution
velocities where the rate of mass transfer is comparable with the
rate of the chemical reaction. This issue was addressed by
Nešić, et al., in a later publication where the effect of mass
transfer was also included in chemical reaction limiting current
calculations for turbulent flow regimes.14

The elementary mechanistic models are now well-
established for calculation of internal pipeline corrosion rates. The
scope of these models was expanded to incorporate more
complex scenarios such as the effect of corrosion product lay-
er,25-27 multiphase flow,28 and the presence of other corrosive
species like oxygen, hydrogen sulfide, and organic acids.14,29-33
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An example of the elementary mechanistic models has
been developed and published by Nešić, et al.,14 as an open
source code freely available to the public called FREECORP.

The elementary mechanistic models created a platform
to implement the emerging understanding of CO2 corrosion into
corrosion rate predictions. With the mechanistic approach in
the calculations, these models also provided the opportunity for
investigating the individual underlying processes. However,
the simple approach in implementation of physicochemical
theory in the elementary mechanistic models suffers from one
fundamentally flawed assumption. In these models, it is assumed
that species are transferred from the bulk fluid toward the
metal surface and back independently from each other. In other
words, the well-defined homogeneous chemical reactions, as
well as the ionic interaction (electromigration) between species
inside the diffusion layer, are ignored. Furthermore, the rates
of all electrochemical reactions are typically based on bulk
solution concentrations, as this is much easier to do. These
simplifications made an accurate prediction of species con-
centrations at the corroding steel surface difficult, which then
rendered any mechanistic prediction of formation of protective
corrosion product layers at the surface problematic.

The main driving force for development of the new
generation of more comprehensive mechanistic models was
the need to accurately predict the surface concentration of
species, which is often very different from those in the bulk.
These are needed to properly calculate the rates of various
heterogeneous reactions occurring at the metal surface, such as
the rate of cathodic reactions and anodic dissolution of iron
(corrosion), growth of corrosion product layers (such as iron
carbonate), etc. In an attempt to move beyond the “worst case
scenario” corrosion rate predictions, the comprehensive mech-
anistic models emerged that allowed for reasonable prediction
of the spontaneous protective corrosion product layers’ for-
mation and the resulting low corrosion rates that can make the
use of mild steel without corrosion inhibition feasible in many
situations. To achieve these goals, accurate modeling of si-
multaneously occurring heterogeneous electrochemical reac-
tions, mass transfer, and homogeneous chemical reactions in
the aqueous solution at the metal surface was needed.

Although, the first simplistic attempts to model CO2

corrosion using this kind of approach can be traced back to
early 1990 in the works by Turgoose, et al.,34 and Pots,35 the
comprehensive mathematical models of CO2 corrosion of mild
steel in its complete form was introduced in early 2000’s in a
series of publications by Nešić, et al.2,16-18,36 Besides the use of
Nernst-Planck equation to describe the concentration profiles
of the chemical species in the solution, the homogeneous
chemical reactions and electrochemical reactions were trea-
ted with more details than in the previous models.34-35 The scope
of the model was further expanded by demonstrating its ability
to incorporate the corrosion product layer formation and by
calculating the porosity distribution throughout that layer.

The comprehensive mathematical models, with their in-
depth analytical approach, have attracted growing interest by
researchers in the last two decades. In more recent years,
similar models have been developed and used to describe
various corrosion scenarios. A few examples are the studies of
sour corrosion by Tribollet, et al.,37-38 mechanistic study of
CO2 corrosion and CO2 corrosion under a thin water film by
Remita, et al.,39-40 pit propagation in CO2 and acetic acid envi-
ronment by Amri, et al.,41 mechanistic study of acetic acid
corrosion by Kahyarian, et al.,42 and top-of-the-line corrosion
by Zhang, et al.43

THEORETICAL BACKGROUND AND THE
COMPREHENSIVE MODEL

The oil and gas transmission pipelines have been one of
the main fronts for corrosion rate prediction, mitigation, and
monitoring, as a result of the severe corrosiveness of the
environment and low corrosion resistance of mild steel. The high
corrosiveness of pipeline internal environment is a result of the
presence of the coproduced aqueous phase with dissolved ionic
species, organic acids, and acid gases such as carbon dioxide
and hydrogen sulfide. Upon dissolution in water, these species
form a highly buffered acidic solution, where the metallic iron is
thermodynamically unstable and it is spontaneously converted to
ferrous ions. The overall process may be expressed in term of
net redox reactions, as shown in Reactions (1) through (3) for the
case of carbon dioxide corrosion, hydrogen sulfide corrosion,
and acetic acid corrosion, respectively.

FeðsÞ þ CO2ðgÞ þ H2OðlÞ → Fe2þðaqÞ þ CO2−
3ðaqÞ þ H2ðgÞ (1)

FeðsÞ þ H2SðaqÞ → Fe2þ
ðaqÞ þ S2−

ðaqÞ þ H2ðgÞ (2)

FeðsÞ þ 2HAcðaqÞ → Fe2þ
ðaqÞ þ 2Ac−ðaqÞ þ H2ðgÞ (3)

In certain range of environmental conditions, the for-
mation of solid ferrous deposits are commonly observed in these
systems. In order to describe this process, the overall reac-
tions can be restated as follows:

FeðsÞ þ CO2ðgÞ þ H2OðlÞ → FeCO3ðsÞ þ H2ðgÞ (4)

FeðsÞ þ H2SðaqÞ → FeSðsÞ þ H2ðgÞ (5)

The reactions shown here are condensed expressions of
a large number of chemical and electrochemical reactions that
occur simultaneously. These are the subjects of the discussion
in the following sections, including the homogeneous chemical
equilibria in the solution, the heterogeneous chemical reac-
tions at the metal surface, the formation of the solid deposits, and
the mass transfer of the involved chemical species from the
bulk solution to the metal surface.

The mechanistic corrosion rate predictive models at-
tempt to utilize the understandings of these underlying
physicochemical processes to develop a mathematical re-
presentation of such systems. That allows these models to be
used in a wide range of environmental conditions and more
complex corrosion scenarios. The accuracy of such models is
therefore tied to the validity of the mechanistic understanding
and inclusion of all key processes. Considering the overall
complexity, the current comprehensive models have moved
well beyond the simplistic nomograms of semiempirical
models and rudimentary calculations of simplistic mechanistic
models.9,12-13,15 As it becomes evident in the following text,
the comprehensive mathematical models take much longer to
develop, they require much more extensive numerical manipu-
lations, and they are computationally more demanding. How-
ever, this is a small price to pay when one considers the
consequences of design and operational decisions relying on
such models. It is only logical that they harness the knowledge
accumulated over decades of research and development in
this field of study and cast it in a form that can be used directly by
the corrosion engineers on the “front lines.”
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3.1 | Aqueous Solution Speciation
The water chemistry calculation is the first computational

step in any mechanistic model for corrosion rate prediction
purposes. This step is required to calculate the concentration
of species that are (electro)chemically significant in the corrosion
process. In the case of aqueous corrosion in oil and gas
pipelines, numerous (potentially) corrosive species are typically
present, including CO2, H2S, carboxylic acids, and their cor-
responding ions produced by dissociation. Despite potentially
large number of the involved species, the solution speciation
can be obtained based on the chemical equilibrium of the system,
following some rather generic calculations. The discussion
that follows covers the conditions where all major species due to
presence of CO2, H2S, and carboxylic acids are present in the
solution. Following the same calculation approach, additional
species can be readily included.

Upon dissolution in the aqueous phase, CO2 undergoes a
series of chemical reactions to form H+, H2CO3, HCO−

3, and CO2−
3 ,

as shown via Reactions (6) through (9).

CO2ðgÞ ⇌ CO2ðaqÞ (6)

CO2ðaqÞ þ H2OðlÞ ⇌ H2CO3ðaqÞ (7)

H2CO3ðaqÞ ⇌ HCO−
3ðaqÞ þ Hþ

ðaqÞ (8)

HCO−
3ðaqÞ ⇌ CO2−

3ðaqÞ þ Hþ
ðaqÞ (9)

Similarly, the dissolved H2S (Reaction [10]) as a diprotic
weak acid is involved in a dissociation equilibrium according to
Reactions (11) and (12).

H2SðgÞ ⇌ H2SðaqÞ (10)

H2SðaqÞ ⇌ Hþ
ðaqÞ þ HS−

ðaqÞ (11)

HS−
ðaqÞ ⇌ Hþ

ðaqÞ þ S2−
ðaqÞ (12)

From Reactions (6) through (12), it can be seen that the
fundamental difference between the CO2 and the H2S water
chemistry is that the aqueous CO2 must undergo a hydration
step to form H2CO3 before dissociation whereas aqueous H2S
can directly dissociate after dissolution in the aqueous phase.
The concentration of aqueous H2S concentration is about 1,000
times higher than aqueous H2CO3 at the same partial pres-
sures of CO2 and H2S gases. This ratio is often used as an
argument to decide whether corrosion is sweet or sour, i.e.,
whether it is “dominated” by CO2 or H2S, although such desig-
nations are misleading.

Like aqueous H2CO3 and aqueous H2S, any other weak
acid such as short-chain carboxylic acids (acetic acid in the
present discussion) as well as water can partially dissociate to
form H+ and their corresponding anions, as shown in Reactions
(13) and (14).

HAcðaqÞ ⇌ Hþ
ðaqÞ þ Ac−ðaqÞ (13)

H2OðlÞ ⇌ OH−
ðaqÞ þ Hþ

ðaqÞ (14)

In order to obtain the solution speciation, the composition
of the gas phase is commonly used as the initially known
parameter, because it is easier to determine and control in
industrial and/or experimental systems. The gas/liquid

equilibrium shown via Reactions (6) for CO2 and Reaction (10)
for H2S can be expressed in the form of Henry’s law (or its
modified forms) as show via Equation (15):

Ci − Hipi = 0 (15)

where, pi is the partial pressure of CO2 or H2S (bar), Hi is Henry’s
constant (M/bar), and Ci is the concentration of dissolved
species in liquid phase (M). The partial pressure of water in
the gas phase (saturation pressure), denoted by pws, can be
calculated as shown in Table 1. It is common in industrial
applications for partial pressure of CO2 to be so high that a
significant deviation from ideal gas assumption of Equation (15) is
observed. In such conditions, the partial pressure of CO2 in
Equation (15) should be replaced with CO2 fugacity, φCO2

× pCO2
,

for more accurate calculations (shown in Table 1).
Using a generailized formulation, any chemical equilibria,

including the partial dissociation of carbonic and sulfide species
and those stemming from the presence of organic acids, can
be expressed in the form of Reaction (16). Thus, the chemical
equilibrium of any given reaction j can be mathematically
expressed according to Equation (17), where Kj is the equilibrium
constant. The Kj values for H2CO3 dissociation (Kca), HCO3

−

dissociation (Kbi), and water dissociation (Kw) can be found in
Table 1. For H2S system and some other common weak acids
of significance in oil and gas pipeline corrosion, the values of the
equilibrium constant can be found in Table 2.

Xnr
r = 1

r ⇌
Xnp
p =1

p (16)

Ynp
p =1

Cp − Kj

Ynr
r = 1

Cr = 0 (17)

In addition to the aforementioned chemical equilibria, the
concentration of ions in the aqueous phase must also satisfy the
electroneutrality constraint as shown by Equation (18).

X
i

ziCi = 0 (18)

The equilibrium speciation of the aqueous phase can
therefore be obtained by solving the set of mathematical
equations presented in this section, covering liquid/gas
equilibrium (Equation [15]), chemical equilibria in the aqueous
phase (Equation [17]), and the electroneutrality constraint
(Equation [18]). When the solution pH is unknown in advance, the
concentrations of the involved chemical species are to be
obtained using iterative solution schemes, as a result of the
nonlinearity of the equilibrium expressions for weak acid
dissociation reactions.

The examples of such calculations are demonstrated
further in this section. Figure 1 shows the pH of the CO2 satu-
rated aqueous solutions as a function of CO2 partial pressures
up to 75 bar, assuming an “open” system (i.e., constant com-
position in the gas phase). These results were obtained based
on the aforementioned calculations using CO2 fugacity and were
found to agree well with the experimental data of Meysammi,
et al.52 Nevertheless, at higher pressures some deviations from
the experimental data is observed that could be associated
with the departure from ideal aqueous solution assumption.

Similar calculations can be used to determine the chemical
speciation in an aqueous CO2 saturated solution. Figure 2 shows
the variation in solution speciation of CO2 equilibria with pH,
under a 1 bar and 5 bar pure CO2 atmosphere, for an open system.
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An open system is defined as a system where the key species
(in our case CO2) resides predominantly in the gas phase and we
can assume that pCO2 is constant, which significantly influ-
ences the speciation in the aqueous phase.

In sour systems, where both CO2 and H2S are present
in the gas phase, similar calculations can be performed to
obtain the mixed speciation of the solution. Figure 3 shows an
example of equilibrium concentrations as a function of pH for the
H2S/H2O. For an open system considered here, which is most
common in practical applications, the solution speciation from a
mixed gas composition is obtained by superposition of the
speciation from both CO2/H2O and H2S/H2O systems.

However, closed systems are sometimes more appro-
priate to represent water speciation, for example, in the case of
CO2 corrosion in an autoclave or a confined reservoir or, as is
almost always the case, with carboxylic acids, because these
species predominantly reside in the aqueous phase and their
volatility can be ignored. In the latter scenario, the known
parameter is usually the total concentration of the weak acid
that is partially dissociated to its ionic form. In order to account

Table 2. The Equilibrium Constants of H2S/H2O System and Other Common Species(A)

HH 2S
49 KH 2S

50 KH S −
51 KHAc

51

a1 −6.3427 × 102 7.8244 × 102 −2.393 × 101 −6.66104

a2 −2.709 × 10−1 3.6126 × 10−1 3.0446 × 10−2 1.34916 × 10−2

a3 1.1132 × 10−4 −1.6722 × 10−4 −2.4831 × 10−5 2.37856 × 10−5

a4 1.6719 × 104 −2.05657 × 104 — —

a5 2.619 × 102 −1.4274 × 102 — —

(A) logðparam:Þ= a1 þ a2TK þ a3T2
K þ a4

TK
þ a5 logðTKÞ

Table 1. The Equilibrium Constants and Fugacity Coefficient for CO2/H2O system(A)

HCO2

(I) 44 φCO2

(II) 45 Kca
(III) 46 Kbi

(III) 46 Kw
(IV) 47 Pws

(V) 48

a1 1.3000 × 101 1.0000 233.51593 −151.1815 −4.098 0.1167 × 104

a2 −1.3341 × 10−2 4.7587 × 10−3 — −0.0887 −3245.2 −0.7242 × 106

a3 −5.5898 × 102 −3.3570 × 10−6 −11974.3835 −1362.2591 2.2362 −0.1707 × 102

a4 −4.2258 × 105 — — — −3.984 × 107 0.1202 × 105

a5 — −1.3179 −36.5063 27.7980 13.957 −0.3233 × 107

a6 — −3.8389 × 10−6 −450.8005 −29.5145 −1262.3 0.1492 × 102

a7 — — 21313.1885 1389.0154 8.5641 × 105 −0.4823 × 104

a8 — 2.2815 × 10−3 67.1427 4.4196 — 0.4051 × 106

a9 — — 0.0084 0.0032 — −0.2386

a10 — — −0.4015 −0.1644 — 0.6502 × 103

a11 — — −0.0012 −0.0005 — —

(A) The ai values are rounded to four digits after the decimal.
(I) lnðK�

H,CO�
2
Þ=a1 þ a2Tþ a3

T þ a4
T2

(II) φCO2
= a1 þ ½a2 þ a3Tþ a4

T þ a5
T−150�Pþ ½a6 þ a7Tþ a8

T �P2

(III) lnðpar:Þ= a1 þ a2Tþ a3
T þ a4

T2 þ a5 lnðTÞ þ ða6T þ a7
T2 þ a8

T lnTÞ þ ða9T þ a10
T2 þ a11

T lnTÞðp − psÞ2
Ps = 1 if T < 373.15, Ps = Pws if T > 373.15.

(IV)
− logðKwÞ= a1 þ a2

T þ a3
T2 þ a4

T3 þ ða5 þ a6
T þ a7

T2Þ logð10−3ρwÞ
Pws = 10½ 2C

−BþðB2−4ACÞ0.5�4
(V) A =θ2 þ a1θþ a2; B = a3θ2 þ a4θþ a5; C=a6θ2 þ a7θþ a8; θ=Tþ a9

T−a10

3.00

3.10

3.20

3.30

3.40

3.50

3.60

3.70

3.80

3.90

4.00

0 10 20 30 40 50 60 70

p
H

Pressure (pCO2 + pws) (bar)

FIGURE 1. Calculated pH dependence of water saturated with CO2(g)
at 305.15 K, as a function of total pressure (solid line) compared with
experimental data (closed circles) taken from Meyssami, et al.52
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for this process, the water chemistry calculation in such cases
include additional relationships based on mass conservation law.
Figure 4 demonstrates the results from such calculation for
the case of aqueous acetic acid solutions. In this example, the
total concentration of acetic acid is defined as shown by
Equation (19). Because the dissociation equilibrium also involves
hydrogen ions (according to Reaction [13]), the partitioning of
acetic acid between its undissociated form and acetate ion is
strongly pH dependent, as shown in Figure 4.

Ct,HAc =CHAc þ CAc− (19)

Such calculation may be readily extended to include
additional species commonly encountered in oil and gas trans-
mission pipelines, such as other carboxylic acids or acidic/
alkaline salts, to obtain the corresponding solution speciation in a
very similar fashion.

3.2 | Electrochemical Reactions
Despite many decades of intense research, our under-

standing of the exact mechanism of electrochemical reactions
underlying mild steel corrosion in aqueous CO2 and H2S
solutions containing organic acids is still actively evolving.42,53-57

The model presented here was based on the mainstream

understanding of the electrochemical reaction mechanisms that
have prevailed in the past few decades.

It has been known for a long time that the spontaneous
iron dissolution causing the deterioration of the steel infra-
structure is the key oxidation (anodic) process, whereas a
family of hydrogen evolving reactions are the main reduction
(cathodic) reactions that provide the required electron sink for
the iron dissolution to progress. That includes the reduction of H+,
carbonic species, H2S, carboxylic acids, H2O, and other car-
boxylic acids, as shown in Table 3 (Equations [20] through [26]).

It is worthwhile pointing out that these hydrogen evolving
reactions are thermodynamically identical. That can be readily
demonstrating by writing the Nernst equation for each of them,
which results in identical reversible potentials when concentra-
tions of the involved chemical species are defined by chemical
equilibria. Therefore, the main difference among these reactions
is in the charge transfer kinetics. Considering that H2 con-
centration in such systems is negligible, the oxidation half-
reactions can be disregarded. Therefore, in order to generalize
the approach, the cathodic current from reduction of a generic
weak acid “HA” in the form of Reaction (27), can be expressed
via Equation (28).

HAþ ne− →
1
2
H2 þ A− (27)
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FIGURE 2. Solution speciation in CO2/H2O equilibrium at various pH
values at T = 303.13 K for an open system (pws = 0.042 bar). (a) 1 bar
total pressure. (b) 5 bar total pressure.
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(a) 0.1 bar H2S partial pressure. (b) 1 bar H2S partial pressure.
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iHA = − i0,HA e

�
−
ΔHHA

R

�
1
T−

1
Tref

���
Cs

HA

Cb
HA,ref

�
p
10

�
−ðEsurf−Eref,HA Þ

bHA

�
(28)

where i0,HA is the reference exchange current density, Cs
HA is

the concentration of the reactant at the metal surface, Cb
HA,ref is

the bulk concentration at reference condition, p is the apparent
reaction order, Esurf. is the electrical potential at themetal surface,
Eref,HA is the reference potential, and other parameters have
their common electrochemical meanings. The electrochemical
parameters used charge transfer rate calculations, which are
listed in Table 4. In the present model, the contribution of water
reduction reaction and bicarbonate ion reduction reaction to
the cathodic current were assumed to be negligible in acidic
environments and were not included in the calculations.

When it comes to the dominating anodic reaction, iron
dissolution (Reaction [20]), the reverse (cathodic) half-reaction,
iron deposition is assumed to be negligible at the typical open-
circuit potentials seen in CO2/H2S/HAc corrosion and can be
ignored. The mechanism of iron oxidation reaction in acidic
media has been the subject of numerous studies over the last half
a century,58-69 and has proved difficult to explain. A detailed
review of the literature is beyond the scope of the present
discussion; however, the interested readers may find a wealth
of information on this subject elsewhere.68,70

There are two main classic mechanisms proposed for
iron dissolution in acidic solutions: the “catalytic mechanism” and
the “consecutive mechanism.” These two mechanisms are

associated with two distinct electrochemical behaviors observed
specifically in the active dissolution range. The catalytic
mechanism, first proposed by Heusler,71 is based on
the experimental Tafel slope of 30 mV and second order
dependence on hydroxide (OH−) ion concentration. On the
other hand, the consecutive mechanism proposed by Bockris,
et al.,66 was formulated to explain the observed Tafel slope of
40 mV and a first order dependence on (OH−) ion concen-
tration. These two significantly different reaction kinetics are
believed to be caused by the surface activity of the iron
electrode,59 i.e., the dissolution of cold-worked iron electrodes
with high internal stress occurs with a 30 mV Tafel slope,
whereas a 40 mV Tafel slope was observed for dissolution of
annealed, recrystallized iron.59,67,69-70

The anodic polarization curves obtained for mild steel
dissolution in acidic CO2-saturated environments have frequently
been reported to have a 40 mV Tafel slope and a first order
dependence on hydroxide ion concentration,12-13,15,72-73 in
accordance with the “consecutive mechanism” proposed by
Bockris, et al.66 However, the mechanism proposed by Bockris,
et al., is known to be only valid in acidic solutions of pH 4 or
lower.66 It is well known that the pH dependence in this mech-
anism rapidly decreases and eventually vanishes at pH 5 and
higher.62,66-67 Considering that the great majority of the condi-
tions in CO2/H2S/HAc corrosion fall within this pH range, and
owing to a lack of a better understanding, the present model uses
a simplified rate expression. The rate of iron dissolution re-
action is therefore calculated in the form of Equation (28), with the
constants shown in Table 4.

3.3 | Corrosion Product Layer Formation and
Its Protectiveness

Pipeline corrosion of mild steel is often accompanied by
formation of a corrosion product layer at the metal surface. The
properties and composition of the corrosion product layer are
affected by numerous parameters such as water chemistry,
temperature, fluid flow, steel composition, and microstructure,
to name the most important ones.74-82 In the case of sweet
corrosion, the corrosion product layer is predominantly made
of iron carbonate. The overall precipitation/dissolution reaction
for iron carbonate can be represented by a heterogeneous
chemical Reaction (29). The equilibrium for this reaction can be
mathematically expressed via Equation (30), where Ksp,FeCO3

is
the iron carbonate solubility (equilibrium) constant, shown in
Table 5.

Fe2þ
ðaqÞ þ CO2−

3ðaqÞ ⇌ FeCO3ðsÞ (29)

Ksp,FeCO3
= ðCFe2þCCO2−

3
Þsat (30)
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FIGURE 4. Acetic acid partitioning as a function of pH, shown as the
fraction of undissociated acid to total acetate concentration (the sum
of undissociated form and acetate ion).

Table 3. Electrochemical Reactions Associated with Aqueous Acidic Corrosion of Mild Steel in Presence of Various
Acidic Species

Acidic solutions Iron dissolution Fe2þ
ðaqÞ þ 2e− Ð FeðsÞ (20)

Acidic solutions Hydrogen ion reduction Hþ
ðaqÞ þ e− Ð 1

2 H2ðgÞ (21)

Water reduction H2OðlÞ þ e− Ð 1
2 H2ðgÞ þOH−

ðaqÞ (22)

CO2-containing solutions Carbonic acid reduction H2CO3ðaqÞ þ e− Ð 1
2 H2ðgÞ þ HCO−

3ðaqÞ (23)

Bicarbonate ion reduction HCO−
3ðaqÞ þ e− Ð 1

2 H2ðgÞ þ CO2−
3ðaqÞ (24)

H2S-containing solutions Hydrogen sulfide reduction H2SðaqÞ þ e− Ð 1
2 H2ðgÞ þ HS−

ðaqÞ (25)

Acetic acid-containing solutions Acetic acid reduction HAcðaqÞ þ e− Ð 1
2 H2ðgÞ þ Ac−ðaqÞ (26)
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Due to corrosion, which releases ferrous ions, or
increases in pH, temperature, or CO2 partial pressure, the sol-
ubility product of ferrous and carbonate ions concentrations in
the aqueous solution may exceed the saturation limit (Ksp,FeCO3

),
leading to net precipitation of iron carbonate, i.e., Reaction (29)
moves to the right. Given that the kinetics of iron carbonate
formation by precipitation is very slow, the resulting level of
supersaturation can become quite large. The extent of departure
from equilibrium (as defined by Equation [30]), is often
represented by the so-called “(super)saturation value” (SFeCO3

)
defined as follows:

SFeCO3
=
CFe2þCCO2−

3

Ksp,FeCO3

(31)

The degree of supersaturation can be considered as a
thermodynamic measure of the “driving force” for iron carbonate
precipitation.74 Therefore, the rate of iron carbonate precipi-
tation is a direct function of supersaturation but also strongly
depends on temperature and surface-to-volume ratio (i.e.,
available surface area for precipitation), as expressed by
Equation (32).83

PRi =
A
V
fðTÞgðSiÞ (32)

In Equation (32), i is the precipitating species (in the
discussion so far it is FeCO3), A/V is the surface to volume ratio,
and f(T) represents the temperature-dependent precipitation
rate constant based on Arrhenius’ law. In the present model,
functions f and g for iron carbonate formation were specified
based on the findings of Sun and Nešić, as shown in Table 5.

The porous iron carbonate precipitate on steel surface
may affect the corrosion process in two main ways:

• limiting the rate of mass transfer of the chemical
species toward and away from the metal surface, i.e.,
acting as a physical barrier.

• reducing the overall rate of electron transfer reactions
(current density) by blocking portions of the metal
surface, making them unavailable as electrochemical
reaction sites.

The degree of protection offered by a precipitated iron
carbonate layer depends on its properties, such as porosity and
adherence to the metal surface. Less porous (denser) iron
carbonate layers that are well adherent to the steel surface are
more protective, and vice versa. These properties are greatly
affected by the kinetics of precipitation (faster precipitation leads
to more protective iron carbonate layers) but also by the
corrosion rate of the mild steel “substrate” that undermines the
precipitating layer. The simplest way to quantify this process
was proposed by van Hunnik, et al.,74 as the so-called “scaling
tendency” concept:

ST =
PRFeCO3ðsÞ

CR
(33)

where PRFeCO3(s)
is the precipitation rate and CR is the corrosion

rate, both expressed in the same volumetric units. This is a
simple parameter that can serve as a practical indicator of the
ability to form a protective iron carbonate layer.74-75,87 The
authors based their argument on the fact that the formation of an
iron carbonate layer never completely stops the corrosion
process, which, in turn, causes the existing corrosion product
layer to be undermined and sometimes detach from the metal
surface.74,88 The continuous process of precipitation, under-
mining, and detachment from the steel surface affects the
adherence and porosity of the iron carbonate corrosion product
layer and ultimately its protectiveness.89 A scaling tendency of
ST ≫ 1 suggests that the undermining by corrosion is over-
powered by the rapidly forming iron carbonate precipitate,
creating a dense, well-attached protective layer. On the other
hand, a scaling tendency of ST ≪ 1 represents the case in
which the undermining by corrosion is much faster than the

Table 5. Kinetic Parameters of Iron Carbonate and Iron Sulfate Precipitation Rates

Parameter Relationship References

fFeCO3
ðTÞ eð28.2− −64851.4

RT Þ 84

gðSFeCO3
Þ Ksp,FeCO3

ðSFeCO3
− 1Þ 84

logKsp,FeCO3
−59.3498 − 0.041377T − 2.1963

T þ 24.5724 logTþ 2.518 I0.5 − 0.657I 77

fFeS(T) eð34.2− 40,000
RT Þ 85

g (SFeS) Ksp,FeSðSFeS − 1Þ 85

Ksp,FeS 10ð2848.779T −6.347ÞKH2SKHS−
86

Table 4. Electrochemical Parameters for Cathodic Hydrogen-Evolving Reactions Used in the Present Model

i0,ref (A·m
2) p cb

r e f
(M) Eref (V) b ΔH (kJ/mol) Tref (K)

H+ 0.02 1.0 0.0001 −0.24 2.3RT/0.5F 30 293.15

H2S 0.0006 0.2 0.0001 −0.24 2.3RT/0.5F 60 293.15

H2CO3 0.014 1.0 0.0001 −0.24 2.3RT/0.5F 55 293.15

HAc 0.04 0.5 0.0014 −0.24 2.3RT/0.5F 55 293.15

Fe 1 0 NA −0.488 2.3RT/1.5F 37.5 293.15
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formation of the corrosion product layer; therefore, only a
porous, poorly attached, nonprotective layer may be formed,
even at high (super)saturation values.87,89

Other factors may be important, such as the presence of
an iron carbide (cementite) layer that can serve as a suitable
matrix for iron carbonate precipitation.74,81 Furthermore, the
protectiveness of an iron carbonate corrosion product layer can
be compromised by various chemical and mechanical removal
processes.78,90-91

The comprehensive mechanistic model of CO2 corrosion
presented in this study accounts for the formation of iron car-
bonate corrosion product layer, its porosity, and the protective
effect. Formation of iron carbonate layer by precipitation in the
model is initiated when the local supersaturation degree at the
metal/solution interface exceeds unity (so that there is a driving
force), and when a solid (seed) surface is available for pre-
cipitation process to nucleate on. Initially, this happens at the
steel surface, which is a suitable substrate of iron carbonate
nucleation and growth. This is helped by the fact that the con-
centration of ferrous ions is highest at the corroding steel
surface as a result of electrochemical iron dissolution, and the
concentration of carbonate ions is also at its highest as a
result of a higher pH at the surface, all amounting to highest local
supersaturation. In the case of a mild steels with a robust iron
carbide network that is exposed by corrosion, this leads to even
more favorable conditions for iron carbonate precipitation. An
exposed iron carbide network is a good nucleation site for iron
carbonate; it increases the level of supersaturation by pre-
senting an additional diffusion barrier for species and it
diminishes/eliminates convective forces that may sweep away
the corrosion products from the steel surface.

As the iron carbonate corrosion product layer formed by
precipitation presents a diffusion barrier and blocks the steel
surface, determining its porosity, ε, distribution is the key to
determining its protectiveness. The other important property
that governs the resistance to diffusion of dissolved species
through the porous layer is tortuosity, τ, which is related to the
shape of the pores. For porous mineral structures it has been
found that the two are related, i.e., τ ≈

ffiffiffi
ε

p
. Generally, highly

porous corrosion product layers have a small effect on the
corrosion rate, whereas layers with low porosity (high density) are
better barriers for transport of species and can reduce the
corrosion rate effectively. This is particularly true when dense
iron carbonate layers form at the steel surface, where, in
addition to forming a diffusion barrier, they lead to blocking of the
electrochemical reaction sites on the surface, thereby directly
affecting the corrosion rate.

This background was used by Nešić, et al., to propose a
model for calculation of porosity distribution in the iron carbonate
layer by using a mass balance for solid iron carbonate pre-
cipitate,17,36 which can be converted into an equation to calculate
change of porosity over time and in space, as follows:

∂ε

∂t
= −

MFeCO3

ρFeCO3

PRFeCO3
− CR

∂ε

∂x
(34)

The first term on right hand side is related to formation of
the layer by precipitation (Equation [32]) and the second (con-
vective-like) term arises from the undermining effect due to
corrosion of the steel substrate. This approach is broadly
equivalent to using the concept of scaling tendency as pro-
posed by van Hunnik, et al.,74 The difference is that it is more
physically realistic and, instead of obtaining a single parameter
for characterizing the protectiveness of the corrosion product

layer (ST), the structure of the layer is predicted through
calculating the distribution of porosity in the layer over time. Also,
the precipitation rate calculation is based on local concen-
trations of species in the vicinity of the steel surface and in the
porous corrosion product layer, rather than basing it on bulk
concentrations, as was originally done by van Hunnik, et al.74

Using this approach, the porosity can be treated as an
additional variable in the corrosion rate calculations and its
distribution through the diffusion layer can be obtained by
solving Equation (34) simultaneously with other relationships
describing the potential and species concentration distribu-
tion inside the boundary layer, as discussed in detail further in this
section.

In the case of sour corrosion, various iron sulfides can
form as corrosion products in H2S corrosion of mild steel. These
include amorphous ferrous sulfide (FeS), mackinawite (Fe1 +
xS), cubic ferrous sulfide (FeS), troilite (FeS), pyrrhotites (Fe1 −

xS), smythite (Fe3 + xS4), greigite (Fe3S4), pyrite (FeS2), and
marcasite (FeS2). Despite a large body of work being available
on iron sulfides, their role in corrosion remains unclear. When
formed, iron sulfide corrosion product layer acts as a diffusion
barrier and block parts of the steel surface, just like iron
carbonate does. However, most iron sulfides found in corrosion
of steel are electronic semiconductors and allow reduction of
dissolved species on their surface. This produces galvanic
effects as a result of enlarged cathodic surface area. There-
fore, the formation of iron sulfide corrosion product layers
sometimes does not readily lead to a marked decrease in
corrosion rate and can even lead to localized attack.

The first readily detectable iron sulfide that forms during
corrosion of mild steel is mackinawite. It is now believed that
mackinawite forms by precipitation at the surface, although
other theories were put forward involving direct chemical reac-
tion between iron in the steel and dissolved H2S (aka formation
via a solid state reaction). It is true that mackinawite is ubiquitous
and is almost always found on the steel surface in experiments
involving H2S, even when the bulk conditions are far from
favoring the precipitation (e.g., low pH). However, owing to a
much higher pH and ferrous ion concentration at the corroding
steel surface (particularly in low flow or stagnant conditions),
solubility of mackinawite is readily exceeded locally. Given the
fast kinetics of mackinawite precipitation (at least an order of
magnitude faster than iron carbonate), mackinawite forms first
and then converts into other more stable forms such troilite,
pyrrhotite, and pyrite.

As there is no clear understanding of whether one type of
iron sulfide is any different from the next; when it comes to
corrosion product layers, the formation of a generic iron
sulfide (FeS) is implemented in the present model, much in the
same way as was described for carbonate, via a precipitation
reaction:

Fe2þaq þ S2−
ðaqÞ ⇌ FeSðsÞ (35)

The solubility product for FeS can therefore be defined as
shown in Equation (36), where Ksp,FeS is the solubility constant of
iron sulfide (Table 5).

Ksp,FeS = ðCFe2þCS2−Þsat (36)

Similar to the case of iron carbonate layer formation, the
main driving force for precipitation is iron sulfide supersaturation
SFeS, defined as follows:

SFeS =
CFe2þCS2−

Ksp,FeS
(37)
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As noted before, the precipitation rate of iron sulfide may
also be expressed in terms of the generalized formulation, shown
via Equation (32). The corresponding parameters, f and g, for
the case of iron sulfide formation are listed in Table 5.

In mixed iron carbonate–iron sulfide precipitation, the
buildup of the corrosion product layer is affected by both
processes. Therefore, Equation (34) can be expanded to ac-
commodate for simultaneous formation of both deposits as
shown in Equation (38). Nevertheless, in most cases of mixed
precipitation, the layer is dominated by iron sulfide, as a result of
its much faster formation kinetics and the resulting compe-
tition for the same precursor cation (Fe2+).

∂ε

∂t
= −

MFeCO3

ρFeCO3

PRFeCO3
−
MFeS

ρFeS
PRFeS − CR

∂ε

∂x
(38)

Iron acetate and other salts of small molecular weight
organic acids are highly soluble in aqueous solutions and
therefore their formation is never seen in the pH range of
interest for the present application and does not need to be
considered in the model. The approach described for pre-
cipitation of iron carbonate and iron sulfide can readily be ex-
tended to include other scale-forming species such as calcium
carbonate, barium sulfate, etc., in order to account for their effect
on the corrosion rate.

3.4 | Mass Transfer in a Corroding System
During the corrosion process, the concentration of the

aqueous species at the metal surface deviate from those in the
bulk solution, as a consequence of heterogeneous electro-
chemical reactions occurring at the metal surface. Based on the
known concentration of species in the bulk, the comprehen-
sive mathematical models are able to accurately calculate the
surface concentration of chemical species by considering the
simultaneous mass transfer of multiple species between the bulk
and the surface and by accounting for chemical reactions
amongst them.

The mass transfer of species in corroding systems, or
electrochemical systems in general, occurs via three simulta-
neous mechanisms: convection—macroscopic movement of
the bulk fluid carrying the species; molecular diffusion—a result
of the concentration gradient of the species; and electromi-
gration—movement of the ions arising from the presence of
an induced or a spontaneously occurring electric field. Hence,
the flux of any given species i can be described through
Equation (39).92

Ni =−ziuiFCi∇φ − Di∇Ci þ vCi (39)

The concentration change of any chemical species i in an
elementary volume of the solution at any location can therefore
be calculated through the balance of the fluxes of that species
for that volume (as it is going in and out), further corrected for the
consumption/production of that species through homoge-
neous chemical reactions. This is mathematically expressed via
the Nernst-Planck equation, which needs to be written for
every species i in the system.92 This constitutes a set of i vector
(3D) equations for i species. However, in most practical
applications we can ignore the lateral flux components and focus
only on the direction perpendicular to the metal surface—
making the set of equations scalar (1D). Furthermore, the
electrical mobility of ions can be estimated by using Nernst-
Einstein relationship (ui = Di/RT). Therefore, for a one-dimensional

semi-infinite geometry in the direction x normal to the metal
surface, Equation (39) can be simplified as follows:

Ni =−Di
∂Ci

∂x
−
ziDiFCi

RT
∂φ

∂x
þ vxCi (40)

The average bulk movement of the fluid in the direction
normal to the surface is accounted for in the convective flow
term (vxC), where vx describes the velocity profile inside the
diffusion layer. However, in the case of corrosion in pipelines, the
dominant mass transfer mechanism in the bulk solution is in
the form of turbulent mixing, which then decays as the solid wall is
approached—in the diffusion boundary layer. The turbulent
mixing of the fluid can be grossly simplified and expressed via
a simple eddy diffusivity profile within the diffusion boundary
layer. The mathematical relationships for eddy diffusivity of
turbulent flow through straight tubes have been developed in a
number of previous studies.93-94 A simple expression for eddy
diffusivity (Dt) at distance x (m) from the wall and diffusion layer
thickness (δ) is shown in Equations (41) and (42), respectively.94

Here, υ = μ/ρ is the kinematic viscosity of water in m2/s, which
can be calculated based on parameters shown in Table 6. Re is
the Reynolds number and d is the pipe diameter (m).

Dt = 0.18

�
x
δ

�
3
υ (41)

δ=25Re−7=8d (42)

The eddy diffusivity (Dt) can then be lumped with mo-
lecular diffusion (Di) in Equation (40), in order to account for the
turbulent mixing, to replace the convective flow term (vxC):

Ni =−ðDi þ DtÞ
∂Ci

∂x
−
ziDiFCi

RT
∂ϕ

∂x
þ vxCi (43)

The concentration distribution of the involved chemical
species inside the boundary layer can be defined based on mass
conservation law using the flux Equation (43). When discussing
the corrosion in the presence of a corrosion produce layer with
porosity ε, the mass conservation of any given species i can
be expressed as Equation (44). Noting that the same one
dimensional assumption applied for the flux equation can be
used to further simplify Equation (44), as well.

∂ðεCiÞ
∂t

=−∇ · ðε1.5NiÞ þ εRi (44)

The ε1.5 multiplier in the flux term is a result of accounting
for both porosity and tortuosity effects on molecular diffusion of

Table 6. Temperature Dependence of the Physicochem-
ical Properties

Parameter Relationship References

Water density
(kg/m3)

ρw =753.596þ 1.87748T −

0.003562T2

2

Water
viscosity (cP)

μ=μref 10

�
1.1709ðTref−TÞ−0.001827ðTref−TÞ2

ðT−273.15Þþ89.93

�

Tref = 293.15 K, μref = 1.002 cP

95

Diffusion
coefficient

Di =Di,ref
T
Tref

μref
μ
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species, and by assuming that the tortuosity is proportional toffiffiffi
ε

p
. In the absence of a porous medium, where ε = 1, Equa-

tion (44) is simplified to the well-known Nernst-Planck equa-
tion. It is worthwhile to note that the porosity in the present
discussion is a separate variable, which is obtained by re-
solving Equation (38), and generally varies with the distance from
the metal surfaces.

The Ri term in Equation (44) represents the effect of the
homogeneous chemical reactions inside the boundary layer. An
accurate account of the homogeneous chemical reactions
involved in the complex water chemistry of CO2/H2S/HAc-
containing solutions is essential for calculating the surface
concentration of the chemical species. This is of significance,
because the buffering system of the solution containing weak
acids such as carbonic acid, carboxylic acids, and hydrogen
sulfide may act as an additional source (or sink) for the
chemical species as their concentrations depart from the
equilibrium seen in the bulk solution. Using the same gener-
alized format for homogenous chemical reactions, as introduced
by Reaction (16), the rate of any given chemical reaction j can
be calculated by Equation (45), where kf,j is the “forward” reaction
rate (rate of reaction j from left to right) and kb,j is the backward
reaction rate (rate of reaction j from right to left). Noting that at
equilibrium, where Rj = 0, Equation (45) simplifies to Equa-
tion (17) to represent the reaction at chemical equilibrium.

Rj = kf,j
Ynr
r = 1

Cr − kb,j
Ynp
p =1

Cp (45)

By simple mathematical manipulation, the rate of pro-
duction (or consumption) of any given species i via j chemical
reactions (Ri,j), may be expressed in a matrix format. As an
example, the underlying chemical reactions of CO2/H2S/HAc
corroding system (Reactions [6] through [14]) can be
expressed as follows:

2
66666666666666666666666664

RCO2ðaqÞ

RHþ
ðaqÞ

RH2CO3ðaqÞ

RHCO−
3ðaqÞ

RCO2−
3ðaqÞ

RH2SðaqÞ

RHS−
ðaqÞ

RHAcðaqÞ

RAc−ðaqÞ

ROH−
ðaqÞ

3
77777777777777777777777775

=

2
666666666666666666666664

−1 0 0 0 0 0 0

0 1 1 1 1 1 1

1 −1 0 0 0 0 0

0 1 −1 0 0 0 0

0 0 1 0 0 0 0

0 0 0 −1 0 0 0

0 0 0 1 −1 0 0

0 0 0 0 0 −1 0

0 0 0 0 0 1 0

0 0 0 0 0 0 1

3
777777777777777777777775

×

2
6666666666666664

RCO2,hyd

Rca

Rbi

RH2S,diss

RHS− ,diss

RHAc,diss

Rw

3
7777777777777775

(46)

The kinetic rate constant of the homogeneous chemical
reactions commonly encountered are listed in Table 7.

Based on the discussion so far, the concentration of each
chemical species involved in the corrosion process can be
determined from its corresponding mass conservation
(Equation [44]). The diffusion coefficients of the chemical species
and their temperature dependence can be found in Table 8
and Table 6, respectively.

However, for this system of equations to be complete, the
electric potential appearing in the electromigration term of
Equation (43) must be specified. This can be done by using an
additional equation, which relates the electric potential in a
medium with a uniform dielectric constant to a given charge
distribution, also known as the Poisson’s equation. For a medium
with porosity of

∇ · ðε1.5∇ϕÞ=−ε
F
ξ

X
i

ziCi (47)

where ξ is the dielectric constant of the solution, F is the faraday’s
constant, and other parameters have their common electro-
chemical meaning.

3.5 | Initial and Boundary Conditions
Because all the transport Equations (44) and (47) are

transient partial differential equations, appropriate initial and

Table 7. Kinetic Rate Constants of Homogeneous Chemi-
cal Reactions. kf Denotes the Reaction Progress from Left to
Right and K = kf/kb.
Reaction
No. Reaction Rate Constant References

(7) kf,hyd = 10195.3−27.61 logTK−
11715
TK ð1=sÞ 96

(8) kf,ca
= 105.71þ0.0526TC−2.94×10−4T2

Cþ7.91×10−7T3
C ð1=sÞ

97

(9) kf,bi = 109 ð1=sÞ 2

(11) kf,H2S = 10
4 ð1=sÞ 2

(12) kf,HS− =1 ð1=sÞ 2

(13) kf,HAc = 3.2 × 105 ð1=sÞ 2

(14) kb,w = 7.85 × 1010 ð1=M · sÞ 98

Table 8. Reference Diffusion Coefficients at 25°C (77°F)

Species
Diffusion Coefficient in
Water × 109 (m2/s) References

CO2 1.92 99

H2CO3 2.00 2

HCO−
3 1.185 100

CO2−
3 0.923 100

H+ 9.312 92

OH− 5.273 100

Na+ 1.334 92

Cl− 2.032 92,100

Fe2+ 0.72 92

H2S 1.93 101

HS− 1.731 100

S2− 1.5 Estimated

HAc 1.29 100

Ac− 1.089 100
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boundary conditions need to be specified. At the initial time (t
= 0) it can be assumed that a well-mixed solution comes into
contact with the metal surface. Hence, the concentrations of
chemical species throughout the diffusion layer are initially
constant, known values, defined by the chemical equilibria of
the solution as discussed previously in the section Aqueous
Solution Speciation.

The boundary condition at the metal/solution interface is
based on the defined fluxes and includes all the electrochemical
reaction rate calculations. For an electroactive chemical
species, the flux at the metal/solution boundary is equal to the
rate of the corresponding electrochemical reactions. For an
electroactive species, i involved in j electrochemical reactions,
the flux at the metal surface can be described through
Equation (48).

Nijx =0 =−
X
j

sijij
njF

(48)

The negative sign in Equation (48) accounts for the sign
conventions in current density, flux, and stoichiometric coeffi-
cients. The current density of each electrochemical reaction
can be calculated based on the relationships shown in the
Electrochemical Reactions section. As is done with the ho-
mogeneous chemical reactions, the set of Equation (48) can be
transformed into a matrix form in order to include all the
electroactive species:

2
6666666666666666666666664

NFe2þaq
jx =0

NHþ
aq
jx =0

NH2CO3,aq
jx =0

NHCO−
3,aq

jx =0
NCO2−

3,aq
jx =0

NH2Saq
jx =0

NHS−
aq
jx =0

NHAcaq jx= 0

NAc−aq jx =0

NOH−
aq
jx= 0

3
7777777777777777777777775

=

2
666666666666666666666664

1 0 0 0 0 0 0

0 −1 0 0 0 0 0

0 0 −1 0 0 0 0

0 0 1 −1 0 0 0

0 0 0 1 0 0 0

0 0 0 0 −1 0 0

0 0 0 0 1 0 0

0 0 0 0 0 −1 0

0 0 0 0 0 1 0

0 0 0 0 0 0 1

3
777777777777777777777775

×

2
6666666666666664

iFe=2F

iHþ=F

ica=F

ibi=F

iH2S=F

iHAc=F

iw=F

3
7777777777777775

(49)

For nonelectroactive species the flux at the metal surface
is zero:

Nijx =0 = 0 (50)

Equations (48) and (50) can be used to describe the mass
transfer boundary condition for all chemical species at the metal
surface. The electric potential at the metal/solution is defined
by an arbitrary constant reference value (0 V).

Considering the governing equations, the initial condi-
tions, and the boundary conditions discussed previously, this set
of equations is fully specified if the potential at the metal
surface (Esurf in Equation [28]) is known so that the rate of
electrochemical reactions can be calculated. In the present
model this parameter, which is also known as the corrosion
potential, is not known a priori. Hence, an additional relation-
ship is required to calculate it: the charge conservation at the
metal surface. At corrosion potential, all the cathodic (re-
duction) rates/currents are balanced by the anodic (oxidation)
rates/currents, meaning that the net current resulting from all j
electrochemical reactions is equal to zero. Therefore, the po-
tential at the metal surface (Esur) is found to satisfy this
condition. The charge conservation can be mathematically
expressed as Equation (51):

X
j

ij = 0 (51)

At the bulk solution boundary (x = δ) the concentration of
chemical species remains unchanged at all times (for t ≥ 0).
Therefore, the boundary condition can be defined for the bulk
solution based on the known concentration of species and is
identical to the initial condition. The solution potential at the
bulk boundary can be defined based on the Poisson’s equation.
Considering that the bulk solution is electrochemically neutral
(Equation [18]), the charge density in the right hand side of
Equation (47) is zero. Hence, the solution potential at the bulk
boundary can be specified as follows:

∇2φjx =δ =0 (52)

3.6 | Model Implementation
The mathematical expressions describing the corrosion

inside transmission pipelines based on the above discussions
are summarized in Table 9. For each chemical species present
in the solution, one mass conservation equation and its

Table 9. Summary of Equations Used in the Comprehen-
sive Mathematical Model

Electrode Surface Boundary

Ni = −
P

j
sij ij
njF

For electroactive species

Ni = 0 For nonactive species

Φ = 0P
j ij = 0

∂ε
∂t = −

MFeS3
ρFeCO3

PRFeCO3

−
MFeS
ρFeS

PRFeS − CR ∂ε
∂x

Boundary Layer
∂ðεCiÞ
∂t = − ∇ · ðε1.5NiÞ þ εRi For all species

∇ · ðε1.5∇ϕÞ= − ε F
ξ

P
iziCi

∂ε
∂t = −

MFeCO3
ρFeCO3

PRFeCO3

−
MFeS
ρFeS

PRFeS − CR ∂ε
∂x

Bulk Boundary and Initial Condition

Ci =Cb
i For all species

∇2φjx =δ =0

ε = 1
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corresponding boundary and initial conditions are included in
the model. Additionally, the potential distribution within the
boundary layer is obtained based on the Poisson’s equation.
These equations form a system of coupled, nonlinear, partial
differential equations. Considering the one-dimensional geo-
metry of equations, the solution can be obtained using the finite
difference method. This method has been widely used in
similar systems, and proven effective and efficient for such
calculations.2,42,53,92,102

The solution algorithm used in the present model is
similar to that introduced by Newman,92 which can be used as
an initial reference by an interested reader. The first step in
implementation is to discretize the partial differential equation,
i.e., convert them into algebraic equations, using Taylor’s
series approximations to approximate the partial derivatives with
respect to space and time. In the present model, the spatial
domain derivatives are discretized using second-order approx-
imation and the temporal derivatives are expressed using first
order approximation.

The set of algebraic equations can be resolved using
many different solution methods, generally by converting them
into a matrix form, i.e., by constructing a coefficient matrix that
is multiplied by the unknown variables (species concentrations
and potential). The solution can be obtained readily by
inverting the coefficient matrix.

The presence of nonlinear terms, such as those arising
from chemical reactions or the electromigration term, introduces
additional complexities. The presence of nonlinear terms
means that some of the elements in coefficient matrix contain the
unknown variables (i.e., unknown species concentrations and
potential). In a simple approach, the coefficient matrix (hence, the
inverse matrix) can be obtained by assuming (guessing) an
initial value for the unknown variables and then by iterating. This
semi-implicit method, although valid, requires fine temporal
steps for the iterations to converge.42,53,102 However, the target
application of the present model is directed toward long
simulation times in order to predict the corrosion rates over years
and even decades, where fine temporal resolution is not
needed nor practical, as it would result in unacceptably long
computational time. The alternative fully implicit method that is
more suitable and was used here is based on the so-called
linearization of such nonlinear terms. An example of this
linearization for a chemical reaction term using Taylor’s series
expansion is shown as follows. The superscripts represent the
different time steps with n being the current step. Ri is the rate of
production/consumption of species i through chemical reac-
tions as shown in Equation (46), c is the concentration of the
chemical species, and m in the total number of chemical
species.

Rn
i = R

n−1
i þ

Xm
k=1

�
∂Ri

∂ck

�
n−1

ðcnk − cn−1k Þ (53)

VERIFICATION OF RESULTS

To verify the performance of this comprehensive model, a
large experimental database available at the Institute for Cor-
rosion and Multiphase Technology, Ohio University was used.
Selected comparisons between the predictions made by the
model, as implemented in the software package MULTI-
CORP™† and the experimental results are presented in this
section to illustrate the performance of the model, its
strengths, and areas where improvement is required. The

corrosion rate is presented as a function of the key para-
meters, such as the presence of CO2, H2S and HAc, pH, pressure,
temperature, velocity, and time. The experimental data come
from LPR measurements, which have been done at least in
duplicate and verified with weight loss measurements. The
exception are cases in which the corrosion rate changed with
time significantly over the course of long experiments (due to
protective corrosion product layer formation) and the weight loss
data did not offer a meaningful way to validate the LPR
measurements.

For aqueous CO2 solutions, the change in corrosion rate
with temperature and pH is shown in Figure 5. In the experiments,
no protective iron carbonate corrosion product layers formed
even at pH 6 as a result of low Fe2+ concentration and relatively
short exposures. Generally, it can be observed that the cor-
rosion rate increased with temperature and decreased with pH.
This is to be expected as temperature accelerates all the
physicochemical processes underlying corrosion and decreased
pH corresponds to a higher concentration of corrosive H+ ions.
The performance of the model can be deemed as reasonable and
in most cases within the error of measurement. Some devi-
ation is seen at the “extremes,” i.e., for the combination of lowest
and highest temperature/pH. Such discrepancies were difficult
to eliminate altogether, given that the model was not “tuned” to
match any particular set of experimental data but was rather
calibrated for optimal performance over a wide range of oper-
ating parameters.

In Figure 6, the effect of two other important parameters
in aqueous CO2 corrosion of mild steel, velocity and pCO2, is
shown. Clearly, there is no major effect of velocity on the CO2

corrosion rate, as the dominant electrochemical reactions, iron
dissolution, and reduction of carbonic acid are not affected by
flow. The slight flow dependence can be attributed to the re-
duction of H+ ions whose limiting current is controlled by mass
transfer, which is affected by turbulent pipe flow. Formation of
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FIGURE 5. The CO2 corrosion rate as a function of temperature and
pH: solid lines are generated by the model (using software), points
represent LPR experimental data taken from Nešić, et al.:103 flow loop
experiments, v = 2 m/s in a 0.0254 m ID pipe, Fe2+ < 1 ppm, [NaCl] =
1 wt%, ptotal = 1 bar, note that pCO2 varies with temperature, e.g., it is
0.98 bar at 20°C, 0.88 bar at 50°C, and 0.53 bar at 80°C, due to the
change in water vapor partial pressure, pH2S = 0 bar, [HAc] = 0 ppm;
experiments were repeated at least once and the error bars represent
one standard deviation.† Trade name.
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protective iron carbonate layers was avoided in these con-
ditions due to a moderate pH 5 and low Fe2+ concentration.
Therefore, the effect of increasing pCO2 is strong, with ex-
tremely high corrosion rates obtained at higher pCO2, due to high
concentration of carbonic acid in the solution. The model
captures both of these effects rather well, with some deviation at
the highest velocity and pCO2.

When conditions are such that protective iron carbonate
corrosion product layer does form, the corrosion rate typically
decreases with time, as shown in Figure 7. As a result of high

supersaturation of the aqueous solution with iron carbonate at
pH 6.6, precipitation of solid iron carbonate leads to a cor-
rosion rate decrease by at least one order of magnitude over the
course of a few days. The porous iron carbonate corrosion
product layer presents a diffusion barrier and blocks the elec-
trochemical reaction sites on the steel surface. This behavior
is successfully captured by the model, and both the trend and the
magnitude of the corrosion rate change are successfully
predicted.

The effect of H2S on corrosion rate, in the absence of
formation of protective iron sulfide corrosion product layers, is
shown in Figure 8. The corrosion rate decreases with very
small amounts of aqueous H2S that adsorbs on the steel surface
and interferes with the electrochemical reactions. However, at
partial pressure pH2S > 0.1 mbar, this effect is overwhelmed by
the contribution of aqueous H2S to the overall reduction of
corrosive species, thereby stimulating more rapid dissolution of
iron, increasing the corrosion rate. This behavior is captured
by themodel successfully even if some discrepancies are seen at
the very low H2S concentrations.

The effect of velocity on the H2S corrosion rate is pre-
sented in Figure 9. In contrast with CO2 corrosion (shown in
Figure 6), a clear effect of velocity can be seen here, which is a
result of the fact that aqueous H2S reduction limiting current is
diffusion controlled and thereby affected by turbulent flow.
The model accounts for this, and therefore the simulations are in
good agreement with the experimental data.

The pH effect in aqueous H2S corrosion of mild steel is
shown in Figure 10. The marked decrease in the corrosion rate
between pH 3 and pH 4 by almost one order of magnitude
corresponds to the equivalent decrease of H+ ion concentration
in solution, which is the main cathodic species. This is not the
case between pH 4 and pH 5, even if the H+ ion concentration
decreases another order of magnitude, as the main cathodic
species becomes aqueous H2S and corrosion rate remains high.
This is accounted for by the model, and the simulations agree
rather well with the experimental values.
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FIGURE 8. The H2S corrosion rate as a function of pH2S in the absence
of protective iron sulfide corrosion product layers formation. Solid
line is generated by the model (using software), points represent
LPR experimental data taken from Zheng, et al.31 Conditions: glass
cell rotating cylinder experiments, equivalent velocity v = 1.2 m/s
in a 0.0254 m ID pipe, T = 30°C, pH 4, Fe2+ < 1 ppm, [NaCl] = 1 wt%,
pCO2 = 0 bar, [HAc] = 0 ppm; error bars represent the standard
deviation.
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FIGURE 6. The CO2 corrosion rate as a function of velocity and pCO2

in the absence of protective iron carbonate corrosion product layers
formation. Solid lines are generated by the model (using software),
points represent LPR experimental data taken from Wang, et al.104

Conditions: flow loop experiments, 0.1 m ID pipe, T = 60°C, pH 5, Fe2+ <
1 ppm, [NaCl] = 1 wt%, pH2S = 0 bar, [HAc] = 0 ppm; experiments were
repeated at least once and the error bars represent minimum and
maximum values.
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FIGURE 7. The decreasingCO2 corrosion rate with time due to formation
of protective iron carbonate corrosion product layers. Solid line is
generated by the model (using software), points represent LPR data
from five repeated experiments, taken from Yang.105 Conditions: glass
cell rotating cylinder experiments, equivalent velocity v = 0.63 m/s in a
0.1 m ID pipe, T = 80°C, pH 6.6, Fe2+ ≈ 10 ppm, [NaCl] = 1 wt%, pCO2 =
0.53 bar, pH2S = 0 bar, [HAc] = 0 ppm.
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In Figure 11, we can see the effect of protective iron
sulfide corrosion product formation on the corrosion rate over
time. At 80°C, the layer forms rapidly and reduces the bare
steel corrosion rate by an order of magnitude to very low values,
by presenting a diffusion barrier and blocking the electro-
active sites on the steel surface. At 25°C, the effect is much
less pronounced due to the much slower kinetics of iron
sulfide precipitation; the bare steel corrosion rate starts out at a
lower rate, when compared to 80°C, and is reduced only
slightly over the course of the exposure as the iron sulfide
corrosion product layer gradually layer builds up. This

behavior is mimicked by the simulations even if the very fast
kinetics of the initial iron sulfide formation at 80°C is not
perfectly captured.

Finally, the effect of HAc presence on CO2 corrosion rate
is illustrated in Figure 12. The corrosion rate in the absence of
HAc is already high as a result of the low pH, presence of CO2,
flow, and moderately high-temperature, however, addition of
relatively small amounts of HAc increases the corrosion rate
significantly. Already at 8.5 ppm of undissociated HAc, the
corrosion rate almost doubles, and at higher concentrations,
catastrophically high corrosion rates are seen. This behavior is
well represented by the simulations.
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FIGURE 12. The effect of undissociated HAc concentration on CO2

corrosion rate. Solid line is generated by the model (using software),
points represent LPR experimental data taken from George and
Nešić.73 Conditions: glass cell rotating cylinder experiments, equiva-
lent velocity v = 0.63 m/s in a 0.1 m ID pipe, T = 60°C, pH 4,
Fe2+ < 1 ppm, [NaCl] = 3 wt%, pH2S = 0 bar, pCO2 = 0.8 bar; error bars
represent the standard deviation.
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of protective iron sulfide corrosion product layers formation. Solid line
is generated by the model (using software), points represent LPR
experimental data taken from Zheng, et al.31 Conditions: glass cell
rotating cylinder experiments, equivalent velocity v = 1.2 m/s in a
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pH2S = 0.0965 bar, pCO2 = 0 bar, [HAc] = 0 ppm; error bars represent
the standard deviation.
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FIGURE 11. The H2S corrosion rate with time at different temperature;
Solid lines are generated by the model (using software), points
represent LPR data from multiple experiments, taken from Zheng,
et al.85 Conditions: glass cell rotating cylinder experiments, equivalent
velocity v = 0.4 m/s in a 0.1 m ID pipe, pH 6, Fe2+ < 1 ppm, [NaCl] = 1 wt%,
pH2S = 0.1 bar at 25°C (red squares) and pH2S = 0.054 bar at 80°C (blue
circles), pCO2 = 0 bar, [HAc] = 0 ppm.
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FIGURE 9. The H2S corrosion rate as a function of velocity in the
absence of protective iron sulfide corrosion product layers formation.
Solid line is generated by the model (using software), points represent
LPR experimental data taken from Zheng, et al.31 Conditions: glass cell
rotating cylinder experiments (data show equivalent velocity in a
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the standard deviation.
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CONCLUSIONS

➣ A comprehensive mechanistic predictive model for cor-
rosion of mild steel in the oil and gas transmission pipelines can
simultaneously account for CO2 corrosion, H2S corrosion, and
corrosion in the presence of organic acid, as well as for the effect
of corrosion product layer formation: iron carbonate and iron
sulfide.
➣ The model was implemented by using a generalized
mathematical and programming approach; this allows flexibility to
add new chemical species and additional chemical and elec-
trochemical reactions in the future, and makes it easy to extend
the model to cover more extreme conditions, such as higher
temperatures and pressures, nonideal solutions, etc.
➣ The model can be readily coupled with other applications
such as computational fluid dynamics (CFD) codes, multiphase
flow simulators, process design simulators, etc.
➣ A large experimental data base was used to successfully
validate the model performance and to highlight its strengths as
well as areas where improvement is required.

THE CHALLENGES AHEAD

Uniform CO2 corrosion of mild steel can now be con-
sidered a mature topic in the context of corrosion science and
engineering. The understanding of the underlying physico-
chemical processes enables construction of mechanistic models
of varying complexity, which can be successfully used to aid
our understanding of the complex interplay between different
parameters and to predict the corrosion rate. Furthermore,
these models serve as a repository of the current knowledge on
the topic, as well as a solid platform for building in new effects
as they are discovered and understood. Although we have come
a long way in the past few decades, plenty of challenges
lie ahead.

Modeling the effect of high pressure (close to and above
the critical point for CO2) and high temperature (above 100°C) is
currently being addressed. Complexities arising from multi-
phase flow affecting water wetting in oil transportation lines and
water condensation in wet gas lines are another major
modeling challenge. The effect of nonideal solutions (resulting
from very high concentrations of dissolved solids), scaling,
under-deposit corrosion, erosion-corrosion, and corrosion inhi-
bition are some of the new frontiers for this type of corrosion
modeling. A number of research groups around the world are
currently working on many of these issues and as the un-
derstanding matures, it will find its way into the mechanistic CO2

corrosion models of the future.
Some recent advancements in understanding and

modeling of H2S corrosion electrochemistry and iron sulfide
corrosion product layer formation have enabled smooth in-
tegration of sweet and sour corrosion models, as described
previously. Yet, when it comes to understanding of the roles of
different iron sulfides on their protectiveness, there is a long way
to go before we have sufficient understanding that can lead to
successful modeling.

Similarly, when it comes to organic acid corrosion the
basic electrochemistry has been resolved to the extent that it
enables us to have accurate corrosion prediction models that
can be integrated with the CO2 and H2S corrosion models, as
described in the present paper. However, the effect of organic
acids on integrity of iron carbonate and iron sulfide corrosion
product layers still remains a controversy and needs more
research before the understanding can be implemented into the
models.

A special mention should be given to modeling of lo-
calized corrosion of steel in these environments. This is the
ultimately challenging topic lying ahead of us, as there is no
single cause or mechanism governing localized attack. However,
research on this topic is ongoing and some progress has been
made. The solid foundation built in terms of comprehensive
mechanistic corrosion models, such as the one presented
here, will serve as a platform for expanding these models to
address localized corrosion.
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